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perspective. However, the Commission found that the notion of an AI system should be more 
clearly defined, given that the determination of what an 'AI system' constitutes is crucial for the 
allocation of legal responsibilities under the new AI framework. The Commission therefore proposes 
to establish a legal definition of 'AI system' in EU law, which is largely based on a definition already 
used by the OECD.15 Article 3(1) of the draft act states that 'artificial intelligence system' means:  

...software that is developed with [specific] techniques and approaches [listed in Annex 1] and can, 
for a given set of human-defined objectives, generate outputs such as content, predictions, 
recommendations, or decisions influencing the environments they interact with.16  

Annex 1 of the proposal lays out a list of techniques and approaches that are used today to 
develop AI. Accordingly, the notion of 'AI system' would refer to a range of software-based 
technologies that encompasses 'machine learning', 'logic and knowledge-based' systems, and 
'statistical' approaches. This broad definition covers AI systems that can be used on a stand-alone 
basis or as a component of a product. Furthermore, the proposed legislation aims to be future-proof 
and cover current and future AI technological developments. To that end, the Commission would 
complement the Annex 1 list with new approaches and techniques used to develop AI systems as 
they emerge – through the adoption of delegated acts (Article 4).  

Furthermore, Article 3 provides a long list of definitions including that of 'provider' and 'user' of AI 
systems (covering both public and private entities), as well as 'importer' and 'distributor', 'emotion 
recognition', and 'biometric categorisation'.  

Risk-based approach 
Pyramid of risks  

 
Data source: European Commission. 

The use of AI, with its specific characteristics (e.g. opacity, complexity, dependency on data, 
autonomous behaviour), can adversely affect a number of fundamental rights and users' safety. To 
address those concerns, the draft AI act follows a risk-based approach whereby legal intervention 
is tailored to concrete level of risk. To that end, the draft AI act distinguishes between AI systems 
posing (i) unacceptable risk, (ii) high risk, (iii) limited risk, and (iv) low or minimal risk. AI 
applications would be regulated only as strictly necessary to address specific levels of risk.17  

Unacceptable risk: Prohibited AI practices  
Title II (Article 5) of the proposed AI act explicitly bans harmful AI practices that are considered to 
be a clear threat to people's safety, livelihoods and rights, because of the 'unacceptable risk' they 
create. Accordingly, it would be prohibited to place on the market, put into services or use in the EU:  

 AI systems that deploy harmful manipulative 'subliminal techniques'; 
 AI systems that exploit specific vulnerable groups (physical or mental disability); 
 AI systems used by public authorities, or on their behalf, for social scoring purposes; 
 'Real-time' remote biometric identification systems in publicly accessible spaces for 

law enforcement purposes, except in a limited number of cases.18 

a threat to people
(e.g., social credit scoring)

The EU’s AI Act seeks to regulate undesirable outcomes of AI …

https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai

“Certain AI systems create risks that we must address to avoid undesirable outcomes.”

negatively affects safety or fundamental rights 
(e.g., access to public services)

generative AI
(e.g., ChatGPT)

users can decide if & when to use 
(e.g., phone apps)



Societal harm from AI arises directly in how it is applied (e.g., 
bias), and indirectly through what it is applied in (e.g., automation)

design, coding
application,
service provision

application context, 
integrated system

direct impacts indirect impacts

risk to societal & environmental wellbeing via undesirable outcome of energy use & GHG emissions?

who is responsible for managing or mitigating the undesirable outcome?



Impacts of AI (digitalisation) on energy & emissions increase in 
magnitude and uncertainty from direct to indirect to systemic

direct impacts
Kaack et al. (2022). 
"Aligning artificial 
intelligence with 
climate change 
mitigation." Nature 
Climate Change. 
doi.org/10.1038/s4
1558-022-01377-7



ICT sector: direct impact on electricity demand

efficiency improvements (Koomey’s Law)

scale economies in data infrastructure

continued efficiency improvements efficiency gains saturate
renewable (RE) electricity > exponential growth in service demand

+∆  2x elec (< 2x GHGs)
~

∆ in energy or GHGs

best case worst case
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World electricity and backbone internet infrastructure

-∆

growth in data traffic

Freitag et al. (2022).
Masanet et al. (2020).
JRC (2023).



Impacts of AI (digitalisation) on energy & emissions increase in 
magnitude and uncertainty from direct to indirect to systemic

indirect impacts

Kaack et al. (2022). 
"Aligning artificial 
intelligence with 
climate change 
mitigation." Nature 
Climate Change. 
doi.org/10.1038/s4
1558-022-01377-7



IEA 2017 study mapped out indirect impacts of digitalisation in 
energy demand and supply sectors: two main clusters

 

30 Impact of digitalization on energy demand in transport, buildings and industry 

Introduction 

Digitalization can be a powerful means for increasing efficiency, productivity and 

energy savings in transport, buildings and industry. This chapter explores specific 

impacts of digitalization within each of these demand sectors.1 The magnitude of 

potential impacts – and associated barriers – varies greatly depending on the particular 

application (Figure 2.1).  

Broader systemic implications, including digitalization’s ability to break down 
boundaries between various demand and supply sectors leading to even more 

potentially transformative impacts, are discussed in Chapter 4. Cross-cutting risks 

such as cybersecurity, data privacy and job losses are discussed in Chapter 6. 

Figure 2.1 Digitalization’s potential impact on transport, buildings, and industry 

 
Key message: Digital technologies and applications face a variety of barriers to adoption and use, 

and their impacts on energy use differ across demand sectors. 

Notes: The digitalization trends/strategies included in this figure are not intended to be exhaustive. “Magnitude of potential 

change to energy demand” indicates the potential impact of digitalization on energy demand in absolute terms, which may 

be positive or negative. “Barriers to digitalization” include technological, regulatory and public perception components. The 

quadrants are illustrative only and intended to give a sense of relative magnitude. 

 

1 Digitalization outside the energy sector, such as e-commerce, e-materialisation (e.g. e-books, DVDs to streaming video), and 

teleworking, could also change energy use patterns through a range of efficiency, substitution, and rebound effects. Relevant 

examples are discussed in this chapter. See Horner, Shehabi, and Azevedo (2016) for a detailed discussion around the challenges 

in quantifying the direct, indirect, structural, and behavioural effects of digitalized products and services. 
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IEA (2017) Digitalization & Energy. International Energy Agency, Paris, France.
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Pre-digital energy systems are defined by unidirectional flows and distinct roles,
digital technologies enable a multi-directional and highly integrated energy system

The digital transformation of the energy system

Fig 2.1, IEA (2017) Fig 4.2, IEA (2017)

digitalisation impacts on energy demand digitalisation impacts on energy supply



Foward-looking assessments of indirect impacts of digitalisation 
tend to be one-sided (IEA, GeSI) .... & with limited or no rebound

ICT-enabled emission reductions 

GeSI 2009: 15% reduction of global GHGs by 2020

GeSI 2022:  9% reduction of global GHGs by 2030
 
 seven ‘use cases’:

 - digital access
 - fast internet
 - cloud services
 - IoT
 - cognitive (AI)
 - digital reality
 - blockchain



We are working on an evidence synthesis of best and worse case 
digitalisation impacts by sector
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31%
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13%

GLOBAL ENERGY CO2E (IPCC 2022)
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Buildings sector: high impact digital applications

smart building controls & energy management systems

flexible, responsive demand
also:
- sharing economies (goods, floor area)
- building information modelling
- digital construction (inc. 3D printing)
- real-time data enabling performance contracting

energy optimisation comfort-seeking
distributed generation device proliferation

grid integration

+∆  < 5-10%
-∆  > 10-20%

limited flexibility (exc. large users)

∆ in energy or GHGs

best case worst case



Transport sector: high impact digital applications

teleworking

on-demand mobility services

also:
- smart charging, vehicle-to-grid
- freight logistics

less activity displaced or (much) more activity
integrated systems cannibalised public transport

higher occupancy, sharing

+∆  > 50%
-∆  > 40%

single occupancy, deadheading

autonomous vehicles

∆ in energy or GHGs

best case worst case



Industry sector: high impact digital applications

process control, efficiency & automation

additive manufacturing (3d printing)

also:
- digital twins for prototyping
- continuous performance monitoring

process efficiencies limited uptake, skills gap
shift from products to services growth > efficiency (esp. low income)

(new jobs)

+∆ > + 5%
-∆ < 5-15%

(job losses)

demand response

∆ in energy or GHGs

large subsectoral 
variability

best case worst case



We are working on evidence synthesis of best and worse case 
digitalisation impacts by sector

∆ in energy or GHGs

transport

buildings

industry

spower

senergy supply

(ICTs)



Expected outcome of evidence synthesis:
wide gap between best and worse case digitalisation impacts

* policy response
(1) generic enablers: access, skills, data, trust
(2) specific climate policy for digitalisation?



design, coding
application,
service provision

application context, 
integrated system

software 
engineers,
tech companies

tech companies,
car manufacturers, 
mobility providers

municipal governments,
transport planners & authorities,
regulators (roads, environment)

AI Act & digitalisation policy

- small n of influential companies
- sensitive to social license to operate
- ambitious net-zero plans

‘usual’ climate policy

‘Scope 4’ reporting or
other accountability mechanism
for digital applications?

The EU’s AI Act seeks to regulate undesirable outcomes of AI … 
including on societal and environmental wellbeing.



Impacts of AI (digitalisation) on energy & emissions increase in 
magnitude and uncertainty from direct to indirect to systemic

systemic impacts

Kaack et al. (2022). 
"Aligning artificial 
intelligence with 
climate change 
mitigation." Nature 
Climate Change. 
doi.org/10.1038/s4
1558-022-01377-7



Digitalisation can enable or undermine good governance, equality, 
& social capital that supports effective climate policy



Creutzig et al. (2023). "Designing a virtuous cycle: Quality of governance, effective climate change mitigation, and just outcomes support each other." Global Environmental 
Change 82: 102726. https://doi.org/10.1016/j.gloenvcha.2023.102726

Global Environmental Change 82 (2023) 102726
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and gender equality for successful adoption and implementation of 
climate policies. The role of generalized trust and social capital for 
climate policies, however, is not established in this literature, making it 
difficult to verify the specific results of our empirical model. Neverthe-
less, as discussed in the following, this literature on two-way links 
broadly confirms the general direction of impact between specific links 
in our empirical model. Fig. 3 summarizes the relationships identified in 
the literature, as complementing the relationships identified in our SEM. 

First, there is support for the claim that impartial governance 
creates social capital and interpersonal trust directly, not via social 
inequality ((1) in Fig. 3). Impartial governance, understood as equal 
treatment of everyone through the rule of law, creates interpersonal 
trust procedurally and is thus a key enabler of inclusive and participa-
tory demand-side climate policies (Kulin & Sevä, 2019; Rothstein, 
2011). Impartiality via inclusive and broad-based participation itself 
similarly increases interpersonal trust. Higher social capital, interper-
sonal trust and inclusive participatory processes also reduce inequality, 
restrain opportunistic behaviour and enhance cooperation (Drews & van 
den Bergh, 2016; Gür, 2020) (thus affirming the relevance of equality). 

Second, income equality benefits climate policies ((2) in Fig. 3). 
More equitable societies have the institutional flexibility to allow for 
mitigation to advance faster; given their readiness to adopt locally 
appropriate mitigation policies, they also suffer less from policy lock-in 
(Seto et al., 2016; Vandeweerdt et al., 2016). Inversely, a number of 
studies demonstrate that alienation or distrust weakens collective 
governance and fragments political approaches towards climate action 
(Bulkeley and Newell, 2015; Fairbrother et al., 2019; Hayward & Roy, 
2019; Kulin & Sevä, 2019; Smith & Mayer, 2018; Vossole, 2012). 
Worsening income inequality has been associated with higher global 
emissions in the period 1990–2019 (Diffenbaugh & Burke, 2019; Liu 
et al., 2020; Rao & Min, 2018). From 1985 to 2011, for a group of 35 
developed countries, higher income inequality was linked to a tighter 
connection between economic growth and CO2 emissions, while 
decreasing income inequality reduced the association between eco-
nomic growth and CO2 emissions (McGee & Greiner, 2018); in other 
words, growth in equitable societies is associated with lower emissions 
than in inequitable societies. A key reason is that conspicuous con-
sumption by the wealthy causes a large proportion of emissions in all 
countries, leading to an increased consumption of positional goods 
across all social strata with net zero social benefits, as seen in highly 
inequal expenditures on such things as air travel, tourism, large private 

vehicles and large homes (Gössling & Humpe, 2020; Hubacek et al., 
2017; Jorgenson et al., 2017; Kenner, 2019; Nielsen et al., 2021; Ram-
akrishnan & Creutzig, 2021; Sahakian et al., 2020). 

Third, gender equality supports effective climate governance 
((3) in Fig. 3). Higher female political participation, controlled for other 
factors, leads to higher stringency in climate policies, and results in 
lower GHG emissions (Cook et al., 2019). Carbon emissions are lower 
per capita in countries where women have more political ‘voice’, con-
trolling for GDP per capita and a range of other factors (Ergas & York, 
2012; Mavisakalyan & Tarverdi, 2019; Opoku et al., 2021). In societies 
where women have more economic equality, their votes push political 
decision-making in the direction of environmental / sustainable devel-
opment policies, less high-emission militarization, and more emphasis 
on equality and social policies (Bryan et al., 2018; Glemarec et al., 2016; 
Resurrección, 2013; UNEP, 2013). In contrast, climate change denialism 
is mostly male (Jylhä et al., 2016; McCright & Dunlap, 2011; Nagel, 
2015). Women are more likely to be environmental activists, and to 
support stronger environmental and climate policies (McCright & Xiao, 
2014; Whyte, 2014). The political contributions of women, racialized 
people, and Indigenous people who are socially positioned as those first 
and most affected by climate change are substantial (Dankelman and 
Jansen, 2010; Pearse, 2017; Vinyeta et al., 2016). Equitable power, 
participation, and agency in climate policy-making is hence an effective 
contribution for improving governance and decision making on climate 
change mitigation (Collins, 2019; Reckien et al., 2017). 

Fourth, social capital and interpersonal trust often renders so-
cieties more equitable ((4) in Fig. 3). By facilitating cooperation, trust 
often leads to more equal outcomes, and trust facilitates policies that 
reduce net inequality (Bergh & Bjørnskov, 2014; Ivarsflaten & 
Strømsnes, 2013; Jordahl, 2011; Phan, 2008; Rothstein & Uslaner, 2005; 
You, 2012). Conversely, income inequality is also negatively correlated 
with political trust in American cities (Rahn & Rudolph, 2005). 

Fifth, social capital and interpersonal trust leads to improve-
ments in well-being ((5) in Fig. 3). Trust is associated with greater 
human development (Özcan & Bjørnskov, 2011) and with individual 
and country-level happiness (Tokuda et al., 2013) and life satisfaction 
(Mikucka et al., 2017). Social capital and trust in government in-
stitutions reduce wellbeing inequality and foster resilience, especially 
for those at lower levels of wellbeing (Helliwell et al., 2016; Nannestad 
et al., 2014). In so far as trust in other-regarding altruistic preferences 
and own other-regarding preferences are related (Fehr, 2008), evidence 

Fig. 3. Relationships between impartial governance, equality, interpersonal trust and effective climate policy as identified via structural modelling and literature 
review. See text for explanation and evidence on path arrows. Black arrows encode relationships identified in the Structural Equation Model of Fig. 2, whereas golden 
arrows encode relationships identified in the literature. 

F. Creutzig et al.                                                                                                                                                                                                                                impact on equality:
- good (access, smartphone Gini)
- bad (digital divide, automation on jobs)

Digitalisation can enable or undermine good governance, equality, 
& social capital that supports effective climate policy

impact on governance institutions:
- good (access to services & info, transparency)
- bad (surveillance, bias, capacity to regulate tech)

impact on interpersonal trust:
- good (communities, networks)
- bad (value polarisation)


